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Introduction

A ccurate estimation of the number of deaths in a country, 
region or worldwide is a crucial step for assessment of 
the Burden of Diseases.1 Public health efforts has a sub-

stantial focus on improving mortality and morbidity in children.2 

Millennium Development Goal 4 (MDG 4) calls for a reduction 

2015.3,4 Reliable child mortality estimates for countries are critical 
to the monitoring of their progress toward this important goal. 
There are several methods for estimating child mortality rates and 
the disagreement for selecting the appropriate method also exists 
in International Organizations such as WHO, UNICEF and Unit-
ed Nation Population Division (UNPD).1–3 

In order to achieve MDG4 for reduction in child mortality, Iran 
also makes efforts. National and Sub-national Burden of Disease 
(NASBOD) project started by Farzadfar, et al.5 aims to estimate 
the burden of diseases and attributable burden of risk factors and 
injuries from 1990 to 2013 at national and sub-national levels in 
Iran. For estimating burden of disease, both mortality and morbid-

of death registration in Iran, 6,7 the project has several steps for 
mortality estimation. As a key step in this project, we compute 

national levels that are also necessary for estimating adult mortal-

different data sources at national and sub-national levels over the 
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-
ible models to provide accurate estimation for the past, present 

-
tional levels. Gaussian Process Regression (GPR) is a statistical 
technique which is used to synthesize different time trends. For 

Metrics and Evaluation (IHME) to combine data from different 
sources in estimating child mortality rates.3

Statistical techniques provide various methods for combining 
and integrating multiple trends. Some of these such as Loess, 
Spline, linear regression models and neural network have a pos-
sible advantage in ease of interpretability, but for complex datas-
ets may not, and some of them (like neural networks) are not easy 
to implement in practice.8 Most of the models are a linear function 
of parameters with the uncertainty that is usually expressed as un-
certainty of parameters, and do not take into account uncertainty 
about model structure.9,10 GPR is a Bayesian method that is more 

-
proaches, Bayesian algorithms do not attempt to identify the best 

distribution over models. These distributions provide a useful way 
to quantify our uncertainty in model estimates, and to update our 
knowledge of this uncertainty in order to make more robust pre-
dictions on new inputs.9 

In this article, we present the basic idea on how Gaussian Pro-
cess models are used to formulate a Bayesian framework for re-
gression and the application of Gaussian Process Regression in 

Materials and Methods

Data Sources

six data sources including death registration system from 2006 to 
2010, Demographic Health Survey 2000 (DHS 2000) and Iran 

-
ity rates from Death Registration system are calculated using direct 
methods. We use indirect methods using summary birth history 
questions from other data sources. Indirect methods include Ma-
ternal Age Cohort (MAC) and Maternal Age Period (MAP) meth-
ods which their estimated rates will be combined and smoothed 
using Loess regression.3,11–12

series of rates for 25 years prior to each set of dataset.11 Since Iran 
administrative divisions has changed and sub-national level during 

these provinces using reconstruction of population.13 Finally, our 

province and a few points from death registry. Figure 1 presents an 
overview of available data sources and their time span. As shown, 

over the study period and also for future years.

Model Selection

The main problem of combining child mortality time series using 
-

estimations and it’s uncertainty by including sampling and non-
sampling variances. Gaussian Process Regression is a Bayesian 
estimation technique that synthesizes mortality rates and interpo-
lates a unique prediction from different data sources. Moreover it 

caused by sampling and non-sampling errors. Providing smooth 
trends of child mortality rates over time along uncertainty interval 
is the achievements of GPR model.

Gaussian Process Model
A Gaussian Process is a generalization of a Gaussian (normal) 

-
tion of random variables to functions.13 Like a multivariate normal 
distribution, Gaussian Process has a mean and a covariance with 
the difference that these mean and covariance can be functions. A 
Gaussian Process can completely be described by its mean func-
tion and covariance function. The class of Gaussian processes is 
one of the most widely used families of stochastic processes for 
modeling dependent data observed over time, or space, or time 
and space. GP is used as a prior for Bayesian inference. The prior 

and covariance functions.14–16 Since our target values are under-

Process Regression to inferences based on these values.  

Gaussian Process Regression for Under Five Mortality
Gaussian Process Regression is used to combine the data, the 

sampling and non-sampling variance of the data, and other in-

estimates with uncertainty. For each province and source type, the 

log10 (under - 5mortality rates) source; province=
ƒ (year) + DRS Isource=DRS 

Figure 1. Data sources and their time span
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of a function of year (f) and an indicator variable for whether mor-
tality rates are from death registration system (DRS). The loga-

-
pling and non-sampling errors for a given year from each source 
type. The function f in above equation forms Gaussian Process. 
The GP has a mean function and covariance function with several 
parameters which describe the properties of dataset. In the follow-
ing parts we discuss about these function and their parameters. 

Gaussian Process Mean Function
We use Spatial-temporal regression that captures the relationship 

between child mortality and covariates including years of school-
ing and wealth index as the GPR mean function.1 In this frame-
work, observations closer in space and time tend to be more cor-
related than observations farther away. So, this model can capture 
any spatial and temporal correlation that remains after accounting 
for all available covariates. Ignoring such a correlation, as in clas-

17 
The mean function of a Gaussian Process determines the central 
tendency of functions from the Gaussian Process distribution. 

Gaussian Process Covariance Function
Unlike common regression methods, GPR does not specify 

a conditional mean function but rather the covariance function 
between target values. Finding a suitable covariance function of 
GPR critical part of analysis because it adjusts variation in data by 
its parameters and data properties. We use “Matern” covariance 
function,1,3 -
tality rates between different years. This function includes three 
parameters: one is called “amplitude” which calculates deviation 

time, another is the “scale” parameter which captures the correla-
-

bution and updated by Bayesian inferences. The third parameter, 
“degree of differentiability”, controls the smoothness of samples 
from Gaussian Process. Mortality rates obtained from DHS and 
censuses have disagreement in reporting values and need to make 
them smoother. We assume less degree of smoothness for death 
registration observations and greater degree of smoothness for ob-
servation from other mortality sources. We have two approaches 

IHME used and maintaining comparability. Another approach is 
choosing this parameter based on our datasets. 

Estimating the completeness of death registration system for under 

DRS estimates the completeness of death regis-
-

mortality rates. This parameter is modeled as a normal distribu-
tion with mean and variance. For estimating their priors, we apply 
a sub-national level regression of logarithm of mortality rates on 
time and an indicator variable for adjusting rates whether they 

-
clude that death registration system has incompleteness. In this 
case, we set priors as the mean and variance of indicator variable 
from regression model. Otherwise, we conclude that death regis-
tration system is complete in the province.  

Uncertainty with Sampling and Non-sampling Variances
According to existing different data sources for estimating child 

mortality rates, in addition to considering sampling variance, we 
are interested in estimating the disagreement between data sourc-
es in term of uncertainty. One important output from GPR is an 
estimate of both the expected value of mortality rates and their 
uncertainty. The uncertainty estimate captures both uncertainty in 
prior mean function and the data variance from each observation. 
Data variance is a function of both sampling and non-sampling 
error.

We calculate sampling variance of rates assuming a binomial 
distribution, with sample size equal to the number of children be-
tween birth and exact age 5 depending on the data source and 

that is obtained by using this distribution is sampling error mor-
tality rate. 

Non-sampling variance captures the variation between data 
sources. Unlike the sampling variance, we specify a prior distri-
bution for it. The more variation in data sources, the higher the 
variance parameter and therefore the more uncertain the measure-
ments. The sum of these two variances will result uncertainty in-
terval. 

Markov Chain Monte Carlo 
We use Bayesian inference to update predicted mortality rates 

as a posterior in Bayes rule by combining data and prior prob-
ability distribution over parameters in mean, covariance function 
and the regression model.  This predicted series are updated by 
the data within each province using GPR model. We use Mar-
kov Chain Monte Carlo (MCMC) to sample from posterior prob-
ability distribution, the distribution describing the probability of a 

a province. Except in special circumstances, posterior distribution 
for model parameters cannot be calculated analytically and must 
be approximated. By using MCMC we draw samples from the 
model’s posterior distribution to estimate the median and 95% un-
certainty intervals of the mortality rate across country and prov-
inces over years.

To do MCMC calculations, we used RStan package in R soft-
ware. RStan can employ complex new statistical methods (such 
as Hamiltonian Monte Carlo) in MCMC. It has similar syntax to 
BUGS language for Bayesian analysis and compiles C++ codes 
based on user-written scripts. By using RStan package, we can 
apply complex models to the data. It is also an open source pack-
age which is easily accessible through the internet.

 
Discussion

In this paper, we described Gaussian Process Regression ap-
proach in order to estimate child mortality trends and levels in 
NASBOD study. One of the major advantages of GPR method is 
to provide a relevant approach to the assessment of uncertainty, 
both cross-sectionally and over time, that incorporates sampling 
error, non-sampling error and parameter uncertainty.1–3 The un-
certainty in this application depends on the sample sizes, non-
sampling error for a given data source, the difference between 
sources and aspects of the Gaussian Process. The GPR method for 

predictive validity than the simpler Loess method.18

of Spatial-temporal as the prior for mean function is one of the 
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strength parts in our model. Because this mean function utilize ad-
ditional information to take into account how the mortality rates 
varies across year and province.17,19

Gaussian Process gives advantages with respect to the inter-
pretation of model predictions and model selection. It produces 
easy computations for inference about resulting model.16 Since 
the GPR method that is used for mortality prediction is totally an 

complicated than conventional GPR techniques. This approach 

for their parameters in order to update model prediction by simu-
lation.  

IHME has run codes by PyMC package in python, but our anal-
yses are undertaken in R. We employ MCMC to estimate mor-
tality rate during the study period, project future levels of child 
mortality rate and construct uncertainty intervals for the predicted 
values. The RStan package is used in this work to provide an ef-

simulations. 
Despite the above-mentioned advantages, the disadvantages of 

low computational performance due to the application of Bayes-
ian modeling and MCMC simulation. Using multiple priors for 
functions and parameters slows computational programming 
speed. It is worth to note that there is not a predetermined package 
for this method yet and we write all software codes for running 
GPR model. 

GPR models takes advantages of structure in data and use data 

data. In fact, GPR is becoming quickly popular for modeling with 
more robust results.20
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