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Abstract
Background: Obstructive sleep apnea (OSA) which is the most common sleep disorder breathing (SDB), imposes heavy costs 
on health and economy. The aim of this study was to provide models based on data mining approaches (C5.0 decision tree and 
logistic regression model [LRM]) and choose a top model for predicting OSA without polysomnography (PSG) devices that is a 
standard method for diagnosis of this disease, to identify patients with this syndrome payment.
Methods: In this cross sectional study, data was extracted from the medical records of 333 patients with sleep disorders who were 
referred to sleep disorders research center of Kermanshah University of Medical Sciences during the years 2012–2016. All patients 
underwent one night PSG. A stepwise LRM was fitted and its performance was compared with C5.0 decision tree with use of the 
criteria of accuracy, sensitivity and specificity.
Results: For C5.0 decision tree, accuracy was obtained 0.757 with 95% confidence interval (0.661, 0.838), sensitivity was 0.66 
and specificity was 0.809. For LRM, these items were obtained 0.737 (0.639, 0.820), 0.693 and 0.78 respectively. 
Conclusion: C5.0 decision tree showed better performance than LRM in diagnosis of OSA. So this model can be considered as an 
alternative approach for PSG.
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Introduction
Every living creature, in order to survive, needs to sleep for 
some hours a day. On average, every human being spends 
one third of his/her life sleeping. Meanwhile, lack of sleep 
can cause many problems including physical, emotional 
and psychological disorders. So far, a variety of sleep-related 
disorders are known, among which are insomnia, sleep 
disorder breathing (SDB) and parasomnia.1 Obstructive 
sleep apnea (OSA) is the most common SDB that occurs 
during sleep and is caused by repeated partial or complete 
collapse of upper airway.2,3 One study found that OSA affects 
2%–26% of general population.4 OSA may cause obesity, 
daytime sleepiness, high blood pressure, heart disease, 
and type II diabetes.5-7 In addition to  the adverse effects 
on health, OSA also imposes heavy burdens on economy, 
so that its overall impact on economy is much higher 
than its direct medical costs.8 Furthermore, undiagnosed 
OSA causes a large proportion of deaths due to traffic and 
harmful industrial accidents.3 More than 80% of patients 
with moderate to severe OSA have not been diagnosed while 
they are in need of medical treatment.9 Therefore, OSA 
can be regarded as a major concern in the field of public 

health.4 A standard way to diagnose this disease is to use 
polysomnography (PSG) device which records information 
related to electroencephalography (EEG), electromyography 
(EMG), electrocardiography (ECG), electroocholography 
(EOG), oxygen saturation, sound of snoring, airstream, 
and respiratory effort (chest and abdominal movements). 
To do so, the patients are required to spend one night in 
PSG laboratory.10 But most patients with sleep disorders do 
not have the feasibility of using this device, because on one 
hand, there is a limited number of centers equipped with 
PSG devices and these centers accept a limited number of 
patients.11 On the other hand, patients have to deal with a 
costly, time-consuming, and complex problem.12 Therefore, 
due to the growing demand of people who need OSA 
diagnosis, use of simple alternative diagnostic methods 
seems necessary. One of these methods is classification which 
makes diagnosis by dividing the subjects into two groups: 
healthy and unhealthy. Classification is one of the main 
tasks in the field of data mining.13 Full realization of the 
data potential requires algorithms that automatically derive 
the existing data pattern and lead to discovery of hidden 
knowledge within them. Accordingly, data mining as a tool 
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which combines different methods including statistical 
analysis, machine learning methods, artificial intelligence, 
and data management systems, is responsible for this 
task.14,15 So far, different classification algorithms have been 
added to the literature of this scope such as artificial neural 
networks, Support Vector Machine, decision tree, Bayesian 
methods, K-nearest neighbor, and logistic regression.15 
However, to date, no research has been carried out to 
predict OSA based on the clinical characteristics of patients 
using LRM and C5.0 decision tree algorithm, and compare 
their results. Therefore, in this study, we chose these two 
models fit to data obtained from clinical characteristics, 
and compared their performance using the criteria such as 
accuracy, sensitivity and specificity, in order to introduce the 
model with more robust results as an alternative method in 
predicting OSA. 

Materials and Methods
Study Population
This cross sectional study used data of 333 patients who were 
referred to Sleep Disorders Research Center at Kermanshah 
University of Medical Sciences during 2012–2016. As the 
inclusion criteria, all patients should complain about sleep 
problems and spend one night in a PSG lab. This study used 
no exclusion criteria. Information required for each patient 
was taken from clinical records archives; questionnaires 
including information about age, sex, body mass index, 
neck circumference, waist circumference, tea consumption, 
cigarette consumption, underlying disease(s) (including 
hypertension, chronic headaches, heart disease, respiratory 
disease, neurological disease, and diabetes); Berlin 
Questionnaire score (low risk, high risk); Epworth Sleepiness 
scale score; Global Sleep Assessment Questionnaire (GSAQ) 
(snoring status, breathing stop in sleep, feeling of sadness or 
anxiety); and finally information obtained from PSG device, 
that determine the status of OSA (: with or without OSA) as 
response variable.16 

Berlin questionnaire consists of 3 parts. The first part 
evaluates snoring, the second part measures the amount of 
fatigue and daily sleepiness, and information such as blood 
pressure and body mass index are presented in the third 
part. If the score is positive in at least two parts, then the 
individual is considered in the high-risk group for OSA.17 In 
the current study, we used the same version that was applied 
by Amra et al.18 

The Epworth Sleepiness Scale is a questionnaire containing 
of 8 items with a 4-point likert scale that is used to measure 
daytime sleepiness. The total score of this questionnaire 
varies from 0 to 24. Scores more than 11 indicate excessive 
daytime sleepiness (high-risk for OSA).19 In the current 
study, we used the Iranian version of the ESS.20 

Global Sleep Assessment Questionnaire (GSAQ) is a 
standard questionnaire including 11 items. GSAQ is used 
to screen sleep disorders such as insomnia, OSA and restless 
leg syndrome. Each item in this questionnaire examines the 
abundance of symptoms of sleep disorders over the past four 
weeks with response options: ‘never’, ‘sometimes’, ‘usually’, 
and ‘always’. The reliability for this questionnaire has been 

reported 0.51 to 0.92.21 

Statistical Analysis
Logistic Regression Model 
Logistic regression model (LRM) is one of the main 
approaches in the field of classification which is based on 
theories of probability and statistics.22 In this study, LRM is 
used as a model to identify patients with OSA and subjects 
without this syndrome. For this purpose, Yi represents the 
target class and takes two values of 0 and 1. If, Yi = 1 then 
the subject belongs to the group of patients with OSA; 
otherwise, he/she can be assigned to the group of subjects 
without OSA syndrome. Also, ˆ ( 1)i iP Yπ = =  represents the 
probability of success or belonging to OSA class. In this 
case, logit probability of success is in linear relationship with 
explanatory variables. Here, parameters are estimated using 
maximum likelihood method. If the calculated probability 
is greater than a predetermined amount (usually 0.5), the 
subject belongs to the group of patients with OSA.23 

Decision Tree Algorithm
Decision tree algorithm is one of the most common methods 
of data mining which is used as a precise classification 
tool.24 Decision tree algorithm has a flowchart-like structure 
constructed of a root node (topmost node in the tree), a 
leaf node (which labels the target class), and an internal 
node (labeled with test condition).25 Results of the rules 
made by decision tree are explained with logical “if ” and 
“then” conditions. To derive the necessary rules, a path 
should be followed from the root node to the leaf node.26 
Decision tree algorithm has some advantages over other 
data mining methods: 1) easy to understand for user; 2) 
easier applicability; 3) usability in a variety of numerical 
and grouped data and 4) requiring less prior information. 
Decision tree has different types. The most common types 
are Quintal’s regression trees (ID3, C4.5 and C5.0) and 
Breiman’s Classification and Regression Tree (CART).27 C5.0 
decision tree, proposed by Quinaln in 1987, is a modified 
version of ID3 and C4.5 algorithms.28,29 C5.0 decision tree 
has two main advantages over its two previous algorithms: 
first, it generates more precise rules, and second, it requires 
much less time to generate these rules.30 In order to avoid 
overfitting learning problems, decision tree algorithm uses 
pruning techniques. To do so, C5.0 algorithm employs 
post-pruning method in which branches are pruned after 
full growth of the tree.31 

After collecting data and excluding incomplete 
information, almost 70% of the total sample (234 patients) 
was considered for training purpose and the remaining 
30% (99 patients) was used for testing the models. Data 
were analyzed in R3.2.2 software environment. In order 
to build a C5.0 decision tree, C50 package was installed 
and evaluation criteria’s of the fitted models were measured 
by installing CARET package. LRM was fitted to data 
obtained from the training group using stepwise backward 
elimination method. Then, its performance was compared 
with C5.0 decision tree using criteria’s accuracy, sensitivity 
and specificity (Eqs. 1–3) on test data. 
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TP+TN TP TNAcc=
N N N

= +                                                     (1)

TP
Sensitivity=

TP+FN                                                                                      (2)

                                                                                       (3)

Results
From a total of 333 subjects, 208 subjects were definitely 
diagnosed with OSA disease by PSG device and 125 subjects 
were diagnosed to be healthy. The mean age of the patients 
with OSA (46.64 ± 13.11) was more than the patients 
without OSA (38.66 ± 14.83). The average body mass 

index of patients with OSA (28.73 ± 4.57) was significantly 
higher than patients without OSA (25.59 ± 4.53) (P value < 
0.001). 70.7% of patients with OSA were male, while only 
29.3% of them were female (Tables 1 and 2). 

In order to fit LRM, the stepwise backward elimination 
method was used to select variables in the final model. 
With this method, a group of six variables (age, neck 
circumference, hypertension, snoring status, feelings of 
anxiety or sadness, and Epworth Sleepiness Scale score) were 
selected to be entered into the model (Table 3).

In general, a total of 11 rules were generated with C5.0 
decision tree (Table 4). 

Among the studied variables, waist circumference, 
snoring status, sex, sleep apnea, Epworth Sleepiness Scale 
score, and neck circumference, respectively, had the greatest 

TNSpecificity=
FP+TN

Table 1. Comparison of Means of Quantitative Variables Between Healthy and Sick Groups

Variables
Groups

Values of Test Statistics P Value
Without OSA With OSA

Age (y) 14.83 ± 38.66 13.11 ± 46.64 T = -5.113 <0.001*

BMI (kg/m2) 4.53 ± 25.59 4.57 ± 28.73 T = -6.090 <0.001*

Neck circumference (cm) 3.53 ± 35.58 3.68 ± 39.17 T = -8.729 <0.001*

Waist circumference (cm) 16.54 ± 90.82 11.99 ± 100.56 T = -6.205 <0.001*

Cigarette consumption (No.) 4.97±  1.39 5.20 ± 1.73 U = 12579.5 0.376

Tea consumption (No.) 3.17  ± 3.52 3.41 ± 3.95 U = 11630.5 0.103

Epworth Sleepiness Scale score 4.79 ± 4.96 5.36 ± 7.94 U = 8630.5 <0.001*

BMI, body mass index; OSA, obstructive sleep apnea.
T is an abbreviation for t test statistic and U is an abbreviation for Mann-Whitney U test statistic. 
Sign *Indicates significance level of 0.05. 

Table 2. Relationship Between Qualitative Variables With Response Variable (OSA)

Variables

Group

P ValueWithout OSA With OSA Total

No. % No. % No. %

Sex
Female 68 54.4 61 29.3 129 38.7

<0.001*
Male 57 45.6 147 70.7 204 61.3

Hypertension
Yes 14 11.2 49 23.6 63 18.9

0.005*
No 111 88.8 159 76.4 270 81.1

Chronic headaches
Yes 14 11.2 25 12 39 11.7

0.822
No 111 88.8 183 88 294 88.3

Heart disease
Yes 11 8.8 23 11.1 34 10.2

0.510
No 114 91.2 185 88.9 299 89.8

Respiratory disease
Yes 6 4.8 15 7.2 21 6.3

0.381
No 119 95.2 193 92.8 312 93.7

Neurological disease
Yes 0 0 5 2.4 5 1.5

0.081
No 125 100 203 97.3 328 98.5

Diabetes
Yes 0 0 9 4.3 9 2.7

0.018*
No 125 100 199 95.7 324 97.3

Berlin Questionnaire 
score

Yes 90 72 81 38.9 171 51.4
<0.001*

No 35 28 127 61.1 162 48.6

Snoring status
Yes 25 20 126 60.6 151 45.3

<0.001*
No 100 80 82 39.4 182 54.7

Breathing stop in sleep 
(GSAQ)

Yes 14 11.2 80 38.5 94 28.2
<0.001*

No 111 88.8 128 61.5 239 71.8

Feelings of sadness or 
anxiety

Yes 80 64 99 47.6 179 53.8
0.004*

No 45 36 109 52.4 154 46.2

OSA, obstructive sleep apnea.
Sign *Indicates significance level of 0.05. 



                                                                                                     Arch Iran Med, Volume 21, Issue 10, October 2018  463

Prediction of OSA Using Data Mining Approaches

effects on rules generated by C5.0 decision tree. Also, 
according to McNemar test results, there was no statistically 
significant difference between groups derived from C5.0 
model and actual groups (subjects with/without OSA) (P 
value=1). This happened for LRM, as well (P value = 0.556). 
After fitting LRM and C5.0 decision tree on training data 
(n=234 patients), then for determination of performance of 
these models, we used the test data (n=99 patients). Then 
the performance of these models, for classify healthy and 
unhealthy individuals, were determined (Table 5). For the 
results to be more valid, we must first fit the models on 
training data, and then compare performance on test data. 
Using the results of test data, we determined the criteria for 
evaluating the models’ performance (Table 6). 

It should be noted that, according to McNemar test 
results, In terms of predicted class for healthy and unhealthy 
individuals there was a significant difference between 
performance of C5.0 and LRM (P value <0.001).

Discussion
In recent years, several studies have been conducted in order 
to achieve an applicable method as an alternative for PSG 
device which is a standard way to diagnose OSA. In some 
of these studies, classification methods, which are among 
non-parametric methods in the field of data mining and 
machine learning, have been used to diagnose this disease. 
The main advantage of this approach is that, when using 
machine learning methods, unlike parametrical statistical 
methods, it is not necessary to establish a set of assumptions 
(such as normality of distribution or equality of variance 
and etc).32,33 In most of the studies which used classification 
models for predicting OSA disease, information obtained by 
different electrocardiogram signals is used for prediction of 
OSA.34 Since extracting this information is both costly and 
time-consuming, in this study clinical features that are easily 
accessible using questionnaires and patients’ medical records 
are employed as independent input variables for LRM and 

Table 3. Information for Fitting LRM With Stepwise Method

No. Variable B SE(B) Wald Statistics OR P Value

1 Constant -8.645 2.027 -4.265 0.0001 <0.001*

2 Age 0.044 0.014 3.045 1.045 0.002*

3 Neck circumference 0.191 0.055 3.488 1.210 <0.001*

4 Hypertension -1.235 0.572 -2.159 0.291 0.031*

5 Tea consumption -0.111 0.065 -1.695 0.895 0.09

6 Chronic headaches 1.023 0.562 1.819 2.781 0.069

7 Snoring status 1.916 0.427 4.485 6.796 <0.001*

8 Feelings of anxiety or sadness -1.202 0.374 -3.215 0.3 0.001*

9 Epworth Sleepiness Scale score 0.128 00.039 3.309 1.137 <0.001*

OR, odds ratio; SE, Standard error.
Sign * indicates significance level of 0.05. 

Table 4. Rules Generated by C5.0 Decision Tree

No. Generated Rules

1 If the subject has waist size ≤ 74, then the possibility of belonging to the group without OSA is 92%.

2
If the subject is male who snores during sleep with BMI ≤ 27.7 and Epworth Sleepiness Scale score ≤ 4, then the possibility of belonging to 
the group without OSA is 87%

3
If the subject has neck circumference >31, waist size ≤84, and Epworth Sleepiness Scale score ≤ 7, then the possibility of belonging to the 
group without OSA is 86%.

4
If the subject has high blood pressure, Epworth Sleepiness Scale score ≤ 4, and snores during sleep, then the possibility of belonging to the 
group without OSA is 86%.

5
If the subject’s age ≤ 27, waist size>84, and Epworth Sleepiness Scale score ≤ 4, then the possibility of belonging to the group without OSA 
is 83%.

6 If the subject’s age ≤ 17, waist size>84, and does not snore during sleep, then the possibility of belonging to the group without OSA is 80%.

7
If the subject does not snore during sleep, has feelings of anxiety or sadness, Sleepiness Scale score ≤ 4 and has low risk (according to the 
Berlin Questionnaire score), then the possibility of belonging to the group without OSA is 86%.

8
If the subject has 41< neck circumference ≤ 42 and does not snore during sleep, then the possibility of belonging to the group without OSA 
is 80%.

9
If the subject is male who does not snore during sleep, and without breathing stop in sleep (according to the GSAQ), then the possibility of 
belonging to the group without OSA is 74%.

10
If the subject is male with age > 44, neck circumference > 34.5, without blood pressure and breathing stop in sleep (according to the 
GSAQ), then the possibility of belonging to the group with OSA is 92%.

11 If the subject has waist size > 73, then the possibility of belonging to the group with OSA is 65%. 

BMI, Body mass index; OSA, obstructive sleep apnea; GSAQ, Global Sleep Assessment Questionnaire.



 Arch Iran Med, Volume 21, Issue 10, October 2018                                                        464

Manoochehri et al 

C5.0 algorithm. Based on the obtained results, with regard 
to accuracy and specificity criteria, comparing the 2 reviewed 
models, C5.0 has better diagnosis performance than LRM 
in predicting OSA (dependent variable). Superiority of this 
model has been mentioned in some of the previous studies. 
In a research carried out by Hui Meng, performance of three 
data mining methods (LRM, artificial neural network, and 
C5.0) in predicting diabetes or pre-diabetes risk factors 
were compared. Among these methods, C5.0 had the 
best performance with accuracy of 77.87%, sensitivity of 
80.68% and specificity of 75.13%.35 Also, results of a study 
conducted by Delen et al for predicting breast cancer survival 
using three data mining methods including C5.0, LRM, and 
artificial neural network, indicated that C5.0 had superiority 
over other 2 models. In the current research, accuracy of 
decision tree and LRM was 93.6% and 89.2%, respectively. 
Acceptable accuracy obtained from this study can be 
attributed to employing either large number of cases (about 
200 000 cases) or well-defined data27. Although accuracy 
and specificity of test data in C5.0 algorithm were greater 
than LRM, sensitivity for LRM (0.693) was obtained more 
than C5.0 algorithm (0.666). This means that, in this study, 
LRM had more power in correct diagnosis of patients with 
OSA. The result of this study is consistent with the result of a 
study conducted by Fernandez et al in which risk factors for 
infectious inflammation of the breast were predicted. In the 
aforementioned study, area under ROC curve was similar 
for LRM and decision tree model; however, LRM had better 
sensitivity than decision tree algorithm.36 Although in most 
of the previous studies, as well as the current study, C5.0 
model shows better diagnostic capability than LRM, there 
are cases where not only LRM does not have lower accuracy, 
but also it is preferred to decision tree model. For example, 
in a research which was carried out to predict bankruptcies 
of listed companies in Tehran Stock Exchange, performance 
of these two models were compared and the results showed 
that area under ROC curve for LRM was more than decision 
tree model.37 Based on the results of this study, it can be 
concluded that C5.0 decision tree has exhibited better 
performance than LRM in diagnosis of OSA. Since one of 
the limitations of the current study was its small sample size, 
it is suggested that after implementing C5.0 decision tree 

model on bigger samples to achieve greater accuracy, this 
model be used as an alternative for PSG device to identify 
patients with OSA.

In conclusion, comparing two studied models, C5.0 
algorithm with accuracy and specificity of 0.757 and 0.809, 
performed better than LRM with accuracy and specificity of 
0.737 and 0.78, respectively. Therefore, C5.0 decision tree 
can be used as an alternative approach for PSG in diagnosis 
of patients with OSA. 
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